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Abstract: Adolescence is a phase of development that brings with it numerous changes and 

critical issues, affecting the personal sphere, both physical and emotional-psychological, and 

the social sphere. These changes increase the risk of developing mental health problems, 

which is why interventions are needed not only for treatment, but also and above all for 

prevention, in order to increase the well-being of adolescents and minimise the risk of 

developing mental disorders. However, very often adolescents are reluctant to seek help 

from an adult, for instance for fear that their confidences might be reported to a third party 

or for fear of being judged, so they prefer not to embark on a therapeutic journey. 

Nevertheless, being adolescents the biggest consumers of the so-called digital world, a 

promising avenue for the implementation of interventions for mental health support is 

through their smartphones, by means of chatbots or conversational agents. These digital 

platforms use artificial intelligence to train neural networks with basic knowledge of mental 

health problems in order to simulate conversation with another person and help them in the 

management and support of their mental distress. This article will highlight the advantages 

and limitations of this technology in terms of privacy, effectiveness and safety, in order to 

promote ethically aware and responsible development. 
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1. Introduction 

Adolescence is a developmental stage full of changes in the body, social envi-

ronment and mind, crucial for psychological, social and emotional well-being and, 

therefore, characterised by an increased risk of developing mental health problems, 

such as anxiety, depression, substance abuse and eating disorders (Blakemore, 2019). 

The increase in this risk makes adolescence a crucial phase for the prevention of 

mental health problems, as well as their treatment, and emphasises the need for ac-
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cessible and personalised tools aimed at increasing adolescents' well-being. Well-being 

status is defined as an individual's «overall affective and cognitive evaluation of his or 

her life» (Diener, Oishi & Lucas, 2009) and is determined by high levels of positive 

emotions, low levels of negative emotions and high satisfaction with one's life 

(Diener, 1984; Diener, Oishi & Lucas, 2009; González-Carrasco et al., 2017). Positive 

emotions improve psychological resilience (Fredrickson, 2001) and lead to better 

adaptations in the areas of school and work, relationships, cooperation, creativity and 

problem solving (Lyubomirsky, King & Diener, 2005). Furthermore, it has been 

shown that high levels of well-being can act as a defence against negative outcomes 

such as psychological disorders and can be a protective factor against depression and 

suicide (Park, 2004; Ryff, 2017). 

Studies have found that the well-being of adolescents, often measured by sat-

isfaction with school, family, friends, physical appearance and life as a whole, has been 

shown to be unstable over time (Patalay & Fitzsimons, 2018), indicating the need for 

interventions to promote well-being and mental health in this population. As ado-

lescents are very often reluctant to seek help from an adult, and are also the biggest 

users of the so-called digital world, they represent one of the main destination groups 

for wellness-promoting digital interventions, so a promising way to implement these 

interventions is by means of their smartphones (Burns, 2010). Over the past decade, 

the use of digital technology has been strongly integrated into almost everyone's so-

cial, personal and working life, and more recently there has been an increase in the 

development of various applications for e-Mental Health interventions (Bakker et al, 

2016), which aim either to integrate traditional mental health treatments or to provide 

support for those who are unable to receive quality services, e.g. due to long waiting 

lists (Bakker et al., 2016), and have proven to be beneficial for the adult population 

(Bakker et al., 2016; Fitzpatrick, Darcy & Vierhile, 2017; Weisel et al., 2019). Many 

students turn to the Internet to vent their negative feelings and this has been shown to 

have positive effects on loneliness, depression and stress (Shaw, 2004). However, 

there is a shortage of online support that is interactive, efficient and tailored to the 

specific needs of adolescents, such as the chatbot (Mierzwa et al., 2019), which can 

serve as a virtual friend to help adolescents express emotions, thoughts and feelings 

that they would not otherwise be able to externalise in real life. 

The chatbot for mental health support is a digital technology that uses artificial 

intelligence (AI) to instruct neural networks with basic knowledge about mental 

health problems in order to simulate conversation with another person and help them 

in the management and support of their mental distress. The first generation of digital 

interventions for mental health support (e.g., ELIZA; Weizenbaum, 1967) did not 

show complete fidelity to what are the real therapist-patient interactions (Christensen, 

Griffiths & Farrer, 2009; Fitzpatrick, Darcy & Vierhile, 2017) and had mixed results in 

decreasing anxiety and depression symptoms in samples of young adolescents and 
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pre-adolescents (Ebert, Zarski & Christensen, 2015; Grist, Porter & Stallard, 2017). 

Therefore, in order to improve adherence to real human relationships and evaluate 

their therapeutic efficacy, new platforms for mental health support have been de-

veloped that are designed so that the user has the feeling of talking to a real human 

being (Ly, Ly & Andersson, 2017), such as the chatbots Woebot, Wysa, X2 and 

Youper (see sitography for links to access each). These text-based applications work 

out both the text and the emoji used by the user, but also the typical features of 

non-verbal language (facial expression, movements, gestures, mimicry, variations in 

the tone of voice, etc., as Simsensei does, for example; Rizzo et al., 2016) and provide 

guided talks and tips to help people deal with and manage their psychological dis-

comfort. In addition, these platforms offer everyday check-ins on the user's conduct, 

thoughts and feelings, who then has the opportunity to get reports that can support 

them in understanding their own mental states. Finally, they provide tailored thera-

peutic exercises, such as remodelling one's thoughts to take on a different perspective, 

breathing exercises and motivational talks, either as text, games or videos. 

What are the benefits and drawbacks of using chatbots for mental health as-

sistance? 

2. Advantages 

The last two decades have witnessed a proliferation of mental health interven-

tions delivered via the Internet (Arnberg et al., 2014), including conversational agents, 

the advantages of which may allow overcoming at least some of the limitations as-

sociated with traditional mental health services. In fact, we can identify two types of 

advantages of e-Mental Health interventions: structural advantages, related to the 

practical limitations of traditional mental health services, and non-structural ad-

vantages, related to psychological-emotional limitations that restrain an adolescent 

from seeking help from a mental health professional. 

2.1. Structural advantages 

With regard to the first category, the primary advantage is certainly anonymity, 

as the user can make use of these platforms by registering anonymously. They are also 

available to whoever has a smartphone and an Internet connection and can be ac-

cessed even with a poor Internet connection, as they are meant to use a small amount 

of mobile data. Due to this extended accessibility, conversational agents can also be 

used by those who live in places where there is a shortage of mental health profes-

sionals or where the waiting list system does not allow for timely interventions 

(Demyttenaere et al., 2004; Anderson et al., 2017) and are accessible and available at 

any time, 24/7, whenever the user feels the need, leading to a reduction in the time 

between the onset of a symptom and a person's request for help. They are further-

more cheaper than traditional psychological therapy (McCrone et al., 2004), so they 
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can also provide support to those who, for financial reasons, would not have the 

possibility to refer to a professional. 

2.2. Non-structural advantages 

With regard to non-structural advantages, it should be kept in mind that many 

adolescents find it difficult to express their thoughts and feelings in front of an adult 

(e.g. for fear that their confidences will be shared with third parties; West et al., 1991) 

and feel more confident in handling complex and delicate situations in online inter-

actions by means of text messages (Livingstone, 2006). Due to their ease of access and 

anonymity, chatbots remove this barrier and allow these users to feel comfortable in 

externalising their inner world, enabling them to open up in a more sincere and au-

thentic way. Another problem that often prevents adolescents from accessing mental 

health support services is the stigma that still exists against those suffering from 

mental distress (Gulliver et al., 2010), which makes young people reluctant to ask for 

help, for fear of being judged. Chatbots make it possible to overcome this 'obstacle', 

as they can be used in a completely private manner via one's smartphone. Further-

more, as Christensen, Reynolds and Griffiths (2011) point out, digital platforms for 

mental health support could be a stepping stone towards seeking help from a pro-

fessional. Indeed, through the use of this resource, users can learn to identify and 

recognise their own psychological discomfort and understand when they need more 

help and could thus become more receptive and willing to engage in conversation 

with a real person. Finally, for those who are already undergoing a therapeutic process, 

this technology could be an additional or intermediate assistance between sessions 

(Baumel & Schueller, 2016). 

3. Limits and critical aspects 

Although the user can benefit from several advantages related to the use of 

digital platforms, there are some limitations and risks that cannot be ignored and 

should be made known to the user before engaging with these conversational agents. 

We can divide these critical issues into four main categories: privacy, effectiveness, 

safety and structural limitations (Kretzschmar et al., 2019). 

3.1 Privacy 

Although the user can register anonymously, it is not clear who has access to 

personal information and conversations. For example, the chatbot Wysa is only of-

fered as an app, giving the user the opportunity to chat in an anonymous way, but 

other chatbots (such as Joy and Woebot) are also accessible via Facebook Messenger, 

where conversations are associated with the user's profile and name. (Kretzschmar et 

al., 2019). Furthermore, data gathered via Facebook Messenger is subject to Face-
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book's privacy policy and may be disclosed to third-party partners. (see sitography to 

access Facebook's privacy policy). 

3.2 Effectiveness 

The effectiveness of therapeutic chatbots has yet to be determined, as they are 

still a developing technology, and moreover, many studies have focused on the de-

velopment of the underlying models and algorithms and have mainly investigated their 

quality in terms of ease of use, intuitiveness, level of engagement and perceived nat-

uralness of the conversation. There are still few studies that have investigated their 

usefulness in decreasing symptoms of mental distress and most have been carried out 

using healthy populations, among other things with mixed results. Therefore, studies 

investigating their effectiveness in different populations, including clinical popula-

tions, are needed (Grist, Porter & Stallard, 2017). It is also necessary for the results 

obtained to be compared with those of classical psychological therapy in order to 

determine its real effectiveness and for the support provided to be based on empiri-

cally supported clinical approaches. 

3.3 Safety 

Most of the critical issues related to the use of chatbots to support well-being 

and mental health can be found in the area of safety. Although the effects of social 

media on mental health need further investigation (Baker & Algorta, 2016), it is pos-

sible that the use of online platforms (also and especially since the onset of the 

COVID-19 pandemic) can lead to additional isolation in people in distress, thus rep-

resenting a backward step and not an aid in the management of their mental dis-

comfort. Furthermore, chatbots could themselves be the cause of mental uneasiness, 

e.g. they could represent a dangerous trigger for new types of techno-addictions 

(De-Sola Gutiérrez, de Fonseca & Rubio, 2016; Ellis, 2019), being available 24/7, 

which is characterised by a progressive and substantial increase in the time of use, a 

decrease in interest in offline activities (hobbies and friends), a worsening of mood 

(aggression, fatigue, agitation, mood swings) when use is interrupted due to external 

causes, and a worsening of academic performance (DSM-V; American Psychiatric 

Association, 2013). 

Existing chatbots are currently unable to deal with emergency situations, alt-

hough they are able to recognise them. It is therefore necessary that in these circum-

stances, the chatbot delivers effective and location-specific resources to the user and 

advises the user to contact a professional or a trusted adult/coetaneous. Furthermore, 

a further precautionary procedure that could be adopted is to ask the user, during 

registration, to provide the telephone contact of a trusted person to be used only in 

case of emergency and, if this information was provided, in case of need the user 

would be invited to choose whether or not to contact the person indicated 
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(Kretzschmar et al., 2019). A further risk to which users might be exposed relates to 

the responses provided by these digital platforms. Based on AI, chatbots are fed with a 

large volume of online data, so there is a risk that the course of the talk goes outside the 

boundaries set by the developers (Eunkyung et al., 2023). In particular, adolescents 

may be exposed to incorrect and improper content and to non-filtered, unchecked and 

possibly offensive replies, contributing to misinformation and worsening psycholog-

ical distress (Murphy Kelly, 2023a,b). However, poor efforts have been made in the 

field of teenagers' safety during conversations with chatbots, leaving both them and 

their parents without any guidance on how to conduct healthy conversations., as there 

are still no rules in this regard (Park, Singh & Wisniewski, 2023). Furthermore, algo-

rithms can be influenced by biases and discriminations in the data that fuelled their 

learning or in those who developed them, leading to unequal treatment of some 

groups of individuals and consequently amplifying existing inequalities. Therefore, 

rules should be drawn up to be imposed on technology companies in order to guar-

antee user safety and ensure fairness and inclusion in the provision of AI-based mental 

health services. 

Finally, another important issue concerns liability: if a diagnostic or therapeutic 

algorithm makes a mistake, who is responsible for the quality of the data used or the 

decisions made by the artificial intelligence? Can this diagnosis be considered reliable? 

On what criteria is it based? A clear regulation is therefore needed, based on scientific 

criteria and to be adopted by all developers of conversational agents, in order to 

minimise the risk of error and ensure the safety of people using digital interventions 

for mental health support. 

3.4 Structural limitations: the lack of the human factor 

There is a final limitation that characterises conversational agents and that 

cannot be underestimated: the absence of those human aspects that are the hallmark of 

all relationships, including the therapeutic one, and that are incompatible with being 

artificial, such as empathy and intuition. Psychological therapy has several compo-

nents, including that which can be termed psycho-educational: providing explanations, 

naming subjective experiences, teaching problem-solving strategies, etc. Probably this 

task can be easily answered by AI, but the most complex part of the therapeutic in-

tervention is left unresolved: to provide empathy and attribution of meaning and 

significance to the subjective experience and to link in a reasoned way the elements of 

the past with current experiences (interpretation). One of the main critical points 

concerns the ability of these tools to fully understand the human experience. Despite 

enormous progress in AI, current chatbots still have limitations, especially when it 

comes to interpreting all the nuances of human emotions. Indeed, the answers they 

offer may not always be sensitive to the specific needs of the user and this can lead to 

a lack of empathy or to responses that do not fully satisfy the user's concerns. The 
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dynamic interpretation of emotions, of the psychological complexes underlying a 

disorder, of personality traits and how personality has structured itself are central as-

pects of therapy, elements that are only possible and find meaning and substance 

through the exchange between two human minds, between therapist and patient, so it 

is unlikely that, at least in the near future, AI will be able to play this role within a 

therapeutic relationship. 
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